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Abstract

We consider the solution of initial value problems (IVPs) of large systems of ordinary differential equations (ODEs) for which memory space requirements determine the choice of the integration method. In particular, we discuss the space-efficient sequential and parallel implementation of embedded Runge–Kutta (RK) methods. We focus on the exploitation of a special structure of commonly appearing ODE systems, referred to as ‘limited access distance’, to improve scalability and memory usage. Such systems may arise, for example, from the semi-discretization of partial differential equations (PDEs).

The storage space required by classical RK methods is directly proportional to the dimension \( n \) of the ODE system and the number of stages \( s \) of the method. We propose an implementation strategy based on a pipelined processing of the stages of the RK method and show how the memory usage of this computation scheme can be reduced to less than three storage registers by an overlapping of vectors without compromising the choice of method coefficients or the potential for efficient stepsize control. We analyze and compare the scalability of different parallel implementation strategies in detailed runtime experiments on different parallel architectures.

1 Introduction

We consider the parallel solution of initial value problems (IVPs) of ordinary differential equations (ODEs) defined by

\[
y'(t) = f(t, y(t)) , \quad y(t_0) = y_0 ,
\]

where \( y : \mathbb{R} \rightarrow \mathbb{R}^n \) and \( f : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R}^n \). The numerical solution of such problems can be highly computationally intensive, in particular if the dimension \( n \) of the ODE system is large. Therefore, parallel solution methods have been proposed by many authors, for example, extrapolation methods [15, 17, 26], waveform relaxation techniques [10, 20, 33, 48], and iterated Runge–Kutta methods [14, 38, 36, 45]. An overview is presented in [10]. In this paper, we focus on low-storage implementations of RK methods suitable for large systems of ODEs where storage space may be the determining factor in the choice of method and implementation variant.

Starting with the initial value \( y_0 \), numerical solution methods for ODE IVPs walk through the integration interval \([t_0, t_e]\) using a potentially large number of time steps. The different solution methods are distinguished mainly by the computations performed at each time step. The time step computations of classical explicit RK methods are arranged in \( s \) stages. Starting with the approximation value \( \eta_k \approx y(t_k) \), at each stage \( l = 1, \ldots, s \), an argument vector

\[
w_l = \eta_k + h_k \sum_{i=1}^{l-1} a_{li} v_i ,
\]

is computed that is used as input for the function evaluation \( f \) to compute a stage vector

\[
v_l = f(t_k + c_l h_k, w_l) .
\]

Finally, a new approximation \( \eta_{k+1} \approx y(t_{k+1}) \) is computed by:

\[
\eta_{k+1} = \eta_k + h_k \sum_{i=1}^{s} b_i v_l .
\]

The coefficients \( a_{li}, c_l, \) and \( b_l \) define the particular RK method. If the RK method provides an embedded solution, a second approximation \( \hat{\eta}_{k+1} \approx y(t_{k+1}) \) of different order,

\[
\hat{\eta}_{k+1} = \eta_k + h_k \sum_{i=1}^{s} \hat{b}_i v_l ,
\]

can be computed using different weights \( \hat{b}_l \). Based on the difference \( e = \eta_{k+1} - \hat{\eta}_{k+1} \), this second approximation allows an inexpensive estimation of the local error and the selection of an appropriate stepsize without additional function evaluations. If the local error lies within a user-defined tolerance, the time step can be accepted; otherwise it has to be repeated with a smaller stepsize. Hence, RK methods with embedded solutions (referred to as embedded RK methods) require less computational effort to control the stepsize than other approaches such as, e.g., Richardson extrapolation [21].

In the general case, where no assumptions about the method coefficients or the access pattern of the function evaluation can be made, an implementation of the classical RK scheme has to compute the stages one after the
other. Since each stage depends on all previously computed stages, classical RK schemes need to hold at least \( s + 1 \) vectors of size \( n \) (so called registers) in memory to store \( \eta_1, w_2, \ldots, w_s, \) and \( \eta_{s+1} \), where \( n \) is the dimension of the ODE system. The argument vector \( w_1 \) is identical to \( \eta_1 \) and does not require the use of an extra register. One additional register (\( \hat{\eta}_{s+1} \) or the error estimate \( e \)) is required for the implementation of a stepsize controller which can reject and repeat steps.

In regard to storage space, on modern computer systems equipped with several GB of memory, the classical approach can be applied to ODE systems with tens or even hundreds of millions of components, even if a method of high order with a large number of stages is required. Some ODE problems, however, require an even larger number of components. These are, in particular, ODE systems derived from systems of partial differential equations (PDEs) by a spatial discretization using the method of lines. For example, a spatial resolution of 1% leads to a system with at least \( n_v \cdot 10^6 \) components for a 2D PDE system and \( n_v \cdot 10^9 \) components for a 3D PDE system, where \( n_v \) is the number of dependent variables in the PDE system. Enhancing the spatial resolution by a factor of 10 increases the number of ODE components by a factor of 10^2 for the 2D PDE system and by a factor of 10^3 for the 3D PDE system.

Parallel implementations of embedded RK methods which make no assumptions about the method coefficients or the coupling of the ODE system have to exchange the computed parts of the current argument vector between all participating processors at every stage. The scalability of such general implementations is therefore often not satisfactory. To overcome the limitations of general implementations, two possible approaches take advantage of special properties of either the embedded RK method [23] or the ODE system to be solved [29, 31]. In the following, we follow the second approach of taking advantage of special properties of the ODE system and investigate the scalability of data-parallel implementations of embedded RK methods. All implementation variants investigated in this paper have been written in C and use POSIX Threads (Pthreads) [11] or MPI [42] for synchronization.

In the following, after a discussion of related approaches to reduce the storage space of RK methods in Section 2, Section 3 discusses optimizations of the communication costs and the locality of memory references based on a pipelined processing of the stages. This pipelining approach is applicable to ODE systems with a special access pattern as is typical for ODE systems derived by the method of lines. In Section 4, we present a new approach to reduce the storage space that builds on the pipelining approach combined with an overlapped memory layout of the data structures. It reduces the storage space for a fixed-stepsize implementation to a single register plus \( \Theta \left( \frac{1}{2} s^2 \cdot d(f) \right) \) vector elements, where \( d(f) \) is the access distance of the right-hand-side function \( f \) (see Section 3.2), while preserving all degrees of freedom in the choice of RK coefficients. Stepcontrol based on an embedded solution can be realized with only one additional register. Further, it is possible to develop a parallel implementation of the low-storage pipelining scheme that can efficiently utilize parallel computing resources and reduce the memory requirements of a single computing node. An experimental evaluation of runtime and scalability of the new implementation on five different modern parallel computer systems is presented in Section 5. Finally, Section 6 concludes the paper.

## 2 Related Work

On modern computer systems, which are equipped with a complex memory hierarchy, the spatial and temporal locality of memory references can have a large influence on the execution time of a program. Therefore, numerous optimizations to improve the locality of memory references have been developed by several research teams for many applications. Particular interest has been given to the field of numerical linear algebra, including factorization methods such as LU, QR and Cholesky [13] and iterative methods like 2D Jacobi [19] and multi-grid methods [32]. PHIPAC (Portable High Performance ANSI C) [7] and ATLAS (Automatically Tuned Linear Algebra Software) [47] aim at efficient implementations of BLAS (Basic Linear Algebra Subprograms) [8] routines by automatic code generation. Modern optimizing compilers try to achieve an efficient exploitation of the memory hierarchy by reordering the instructions of the source program [2, 49]. A lot of the research in this area concentrates on computationally intensive loops [24, 25, 35], and loop tiling [4, 44] is considered to be one of the most successful techniques.

In this paper, we consider the sequential and parallel implementation of RK methods with embedded solutions. Embedded RK methods are among the most popular one-step methods for the numerical integration of ODE IVPs because they combine low execution times with good numerical properties [21]. Examples of popular embedded RK methods are the methods of Fehlberg [18] and Dormand & Prince [16, 37]. Variants of these methods are used in many software packages. Examples are the subroutine DVERK [22], which is part of IMSL, and the RK solver collection RKSUITE [9]. However, classical RK schemes (with or without embedded solutions) have the disadvantage that the storage space required grows linearly with the dimension of the ODE system, \( n \), and the number of stages, \( s \).

A first approach to get along with low storage space is the use of RK methods with a small number of stages. This, however, means abandoning desirable properties of the method, such as a high order. Therefore, several authors, e.g., [5, 6, 12, 28, 40], propose special explicit RK methods that can be implemented with low storage space (e.g., 2 or 3 registers) even though they have a larger number of stages and a higher order. This is possible by the construction of special coefficient sets such that, at each stage, only the data stored in the available registers are accessed, and the values computed at this stage fit in the available registers. These approaches, however, retain some deficiencies:
1. The coefficient sets must conform to additional constraints. Hence, fewer degrees of freedom are available in the construction of the coefficients. As a result, the methods proposed have weaker numerical properties than classical RK schemes with the same number of stages. If stronger numerical properties are required, one must resort to classical RK schemes with higher memory usage.

2. Using a higher number of stages to reach a specific order leads to higher computational costs and, as a consequence, to a higher runtime.

3. Many of the low-storage RK methods proposed do not provide embedded solutions. Therefore, these methods are suitable only for fixed-stepsize integration, unless additional computations and storage space are invested into stepsize control (e.g., using Richardson extrapolation).

4. Low-storage RK methods with embedded solutions have been proposed in [27]. They, however, impose additional constraints on the method coefficients, thus further reducing the degrees of freedom in the construction of the coefficients.

5. Step size control requires additional registers: One additional register is needed to estimate the local error (\( \hat{\eta}_{k+1} \) or, alternatively, \( e = \hat{\eta}_{k+1} - \eta_{k+1} \)). This register may be omitted if the embedded solution \( \hat{\eta}_{k+1} \) is computed at stage \( s-1 \), so that it can be compared with \( \eta_{k+1} \), which is computed at stage \( s \), without explicitly storing it [27]. In order to be able to repeat the time step in case that the error is too large, a second additional register is needed that saves \( \eta_k \).

6. Some of the 2-register low-storage RK schemes proposed rely on a specific structure of the coupling between the equations in the ODE system such that, for example, the argument vector of a function evaluation can be overwritten by the result of the function evaluation. If right-hand-side functions with arbitrary access patterns are to be supported, an additional register must be used to store the result of the function evaluation temporarily [28].

It is, therefore, desirable to find new methods or algorithms which overcome these deficiencies. In this paper, we reconsider a pipelining approach suggested, initially, to improve locality and scalability of embedded RK implementations in [30] from this perspective. As we will show in the following sections, for IVPs with a special dependence pattern, the storage space can be reduced by an overlapped memory layout of the data structures such that only one enlarged register of dimension \( n \) can be (re-)used for all stage computations.

A similar dependence pattern is exploited in [3] to perform in-place stencil computations as they are typical for finite element, finite volume and finite difference methods for the solution of PDEs. In contrast to this paper, the computations performed at one time step do not consist of several stages, and a constant stepsize is assumed. Our approach allows for time-step computations based on high-order (embedded) RK methods with a high number of stages and adaptive stepsize control.

3 Exploiting Limited Access Distance to Reduce Working Space and Communication Overhead

Many sparse ODEs, in particular many discretized PDEs derived by the method of lines, are described by a right-hand-side function \( f = (f_1, \ldots, f_n) \) where the components of the argument vector accessed by each component function \( f_j \) lie within a bounded index range near \( j \). In the following, we review the pipelining approach proposed in [29, 30, 31], which exploits this property of the ODE system and supports arbitrary RK coefficients.

3.1 Motivation: Disadvantages of General Implementations

General embedded RK implementations suitable for ODE systems of arbitrary structure have to take into account that the evaluation of each component function \( f_j(t, w_l) \), \( j \in \{1, \ldots, n\} \), may access all components of the argument vector \( w_l \). Therefore, the stages have to be computed sequentially, i.e., within one time step the outermost loop iterates over the stages \( l = 1, \ldots, s \). The two inner loops iterate over the dimension of the ODE system \( j = 1, \ldots, n \) and over the preceding \( i = 1, \ldots, l-1 \) or the succeeding \( i = l+1, \ldots, s \) stages and can be interchanged. The influence of several different loop structures, which have been named (A)–(E), on the locality behavior has been investigated in [29, 31, 39].

Since the outermost loop iterates over the stages and one of the inner loops iterates over the system dimension, the resulting working space of the outermost loop of the stage computation is \( \Theta(s \cdot n) \). Thus, assuming a significantly large value of \( n \), the working space of the outermost loop often does not fit into the lower cache levels. Moreover, if \( n \) is very large, the size of this working space may even exceed the available amount of memory, in particular if an RK method with a high number of stages is used.

To exploit parallelism, the computation of the components of the argument vectors (2) and the evaluations of the component functions \( f_j(t, w_l) \) in (3) can be distributed equally among the processors, i.e., the loop over the dimension of the ODE system is executed in parallel. At every stage, global synchronization is required to make the computed parts of the current argument vector available to all participating processors. In a shared-address-space implementation, barrier operations can be used after the computation of the argument vector to synchronize the processors before they access the argument vector to evaluate the right-hand-side function.

In a distributed-address-space implementation, the computed parts of the argument vector can be exchanged by a multicast operation \((\text{MPI\_Allgather}())\). Usually, the execution time of multicast operations increases severely with the number of participating proces-
ors. Therefore, general distributed-address-space embedded RK implementations do not scale well with the number of processors (cf. experimental evaluation in Section 5).

All specialized implementation variants considered in this paper have been derived from a general implementation variant named (D). (D) is an optimized implementation that aims at a high temporal locality by using the stage vector components \( v_{t,j} = f_j(t, w_t) \) as soon after their computation as possible. This is achieved by updating the corresponding components of the succeeding argument vectors \( w_{t+1,j}, \ldots, w_{t+4} \) in the innermost loop. A more detailed description of this implementation can be found in [29, 31].

### 3.2 Access Distance and Resulting Block Dependence Structure

Many ODEs are sparse, i.e., the evaluation of a component function \( f_j(t, w) \) uses only a small number of components of \( w \), and we can exploit this property to devise parallel algorithms with higher scalability. In many cases, the components accessed are located nearby the index \( j \). To measure this property of a function \( f \), we use the access distance \( d(f) \), which is the smallest value \( b \) such that all component functions \( f_j(t, w) \) access only the subset \( \{w_{j-b}, \ldots, w_{j+b}\} \) of the components of their argument vector \( w \). We say the access distance of \( f \) is limited if \( d(f) \ll n \).

A limited access distance generally leads to a banded Jacobian of \( f \) with bandwidth \( d(f) \). Usually, one can choose between different orderings of the equations which may influence the bandwidth/access distance. Several heuristic and exact optimization algorithms exist, e.g., [34, 46], which aim at a minimization of the bandwidth of sparse symmetric matrices and thus can be used for many ODE systems to find an ordering of the equations which provides a limited access distance.

Given a function \( f \) with limited access distance \( d(f) \), we can subdivide all \( n \)-vectors into \( n_B = \lceil n/B \rceil \) blocks of size \( B \), where \( d(f) \leq B \ll n \). Then, the function evaluation of a block \( J \in \{1, \ldots, n_B\} \) defined by

\[
  f_J(t, w) = (f_{(J-1)B+1}(t, w), f_{(J-1)B+2}(t, w), \ldots, f_{(J-1)B+\min(B,n-(J-1)B)}(t, w))
\]

uses only components of the blocks \( J-1, J \), and \( J+1 \) of \( w \) if these blocks exist, i.e., if \( 1 < J < n_B \).

### 3.3 Replacing Global by Local Communication

A major drawback of general parallel implementations suitable for ODE systems with arbitrary access structure is the necessity for global communication to make the current argument vector available to all participating processors. However, if the right-hand-side function has a limited access distance, it is possible to avoid global communication in the stage computation phase.

For that purpose, we consider a blockwise distribution of the blocks resulting from the subdivision of the \( n \)-vectors described in the previous section. Using a loop structure which is similar to that of the general implementation (D), we can now reduce the communication costs by exchanging only required blocks between neighboring processors. Since the function evaluation of a block \( J, f_J(t, w) \), uses only components of the blocks \( J-1, J \), and \( J+1 \) of \( w \), each processor needs access to only one block stored in the preceding processor and to one block stored in the succeeding processor. Hence, in a distributed-address-space implementation the multicast operation can be replaced by two non-blocking single-transfer operations \((\text{MPI_Isend}(), \text{MPI_Irecv}())\), which can be overlapped with the computation of \( n_B/p - 2 \) blocks. As a result, the major communication costs no longer grow with the number of processors, and the influence of the network bandwidth on scalability is reduced significantly. In a shared-address-space implementation, the barrier operations can be replaced by locks, which can be organized such that usually no waiting times occur. The resulting implementation variant is named (Dbc).

### 3.4 Reduction of the Working Space by Block-Based Pipelining

In addition to the reduction of the communication costs, right-hand-side functions with limited access distance provide the possibility to improve the locality of memory references by a reduction of the working space of the outermost loop.

The special dependence structure of such right-hand-side functions leads to a decoupling of the stages that enables the computation of the blocks of the argument vectors \( w_2, \ldots, w_s \), the vector \( \Delta \eta = \eta_{s+1} - \eta_s \), and the error estimate \( e = \hat{\eta}_{s+1} - \eta_{s+1} \) as illustrated in Fig. 2 (a). The computation starts with the first and the second block of \( w_2 \), which only requires components of \( w_1 = \eta_s \). Then the first block of \( w_1 \) can be computed, since it only uses components of the first two blocks of \( w_2 \). In the next step, the third block of \( w_2 \) is computed, which enables the computation of the second block of \( w_3 \), which again enables the computation of the first block of \( w_4 \). This is continued until the computation of the first two blocks of \( w_s \) has been completed and the first block of \( \Delta \eta \) and the first block of \( e \) have been computed. Then the next block of \( \Delta \eta \) and the next block of \( e \) can be determined by computing only one additional block of \( w_2, \ldots, w_s \). This computation is repeated until the last block of \( \Delta \eta \) and the last block of \( e \) have been computed.

An important advantage of the pipelining approach is that only those blocks of the argument vectors are kept in the cache which are needed for further computations of the current step. One step of the pipelining computation scheme computes \( s \) argument blocks and one block of \( \Delta \eta \) and \( e \). Since the function evaluation of one block \( J \) accesses the blocks \( J-1, J \), and \( J+1 \) of the cor-
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Fig. 1: Illustration of the data-parallel implementation variant (Dbc), which exploits a limited access distance to replace global by local communication. The numbers determine the computation order of the blocks. Blocks accessed during initialization or finalization phases in which communication is required are displayed as filled boxes, and blocks required by neighboring processors are emphasized by thick borders.

Fig. 2: (a) Illustration of the computation order of the pipelining computation scheme. After the blocks with index 4 of $\Delta \eta$ and e have been computed, the next pipelining step computes the blocks with index 5 of $\Delta \eta$ and e. (b) Illustration of the working space of one pipelining step. Blocks required for function evaluations are marked by crosses. Blocks updated using results of function evaluations are marked by squares.

The first two variants of the pipelining computation scheme illustrated in Figs. 3(a) and 3(b), to which we refer as (PipeD) and (PipeD2), cf. [29, 31], have in common that they start by computing all inner blocks in pipelining computation order (towards increasing indices) which do not depend on blocks of neighboring processors. To ensure that each processor computes at least one block of $w_s$ in this phase, at least $2s$ blocks are assigned to each processor.

In the second phase, the processors finalize the pipelines. (PipeD) and (PipeD2) differ in the finalization strategies used to compute the remaining blocks. In implementation (PipeD), neighboring processors use a different order to finalize the two ends of their pipelines. Thus, when processor $j$ finalizes the side of its pipeline with higher index, processor $j + 1$ finalizes the side of its pipeline with lower index simultaneously, and vice versa. The resulting parallel computation order resembles a zipper. One diagonal across the argument vectors is computed between the time when processor $j + 1$ finishes its first block of $w_{s-1}$ and the time when processor $j$ needs this block to process its last block of $w_s$, and vice versa. Thus, the transfer of the blocks can be overlapped with the computation of one diagonal. But the fraction of the transfer times that can be overlapped by communications is not as large as in (Dbc), because the length of the diagonals decreases from $s - 1$ blocks to 1 block as the finalization phase proceeds.

By contrast, (PipeD2) minimizes the number of communication operations and thus the communication costs arising from startup times by letting each proces-
\[
\eta_\kappa = w_1
\]

\[
\begin{array}{cccccccccccccccccccc}
\eta_\kappa = w_1 & \eta_\kappa = w_2 & \eta_\kappa = w_3 & \eta_\kappa = w_4 \\
\hline
w_1 & w_2 & w_3 & w_4 \\
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 \\
13 & 14 & 15 & 16 \\
17 & 18 & 19 & 20 \\
21 & 22 & 23 & 24 \\
25 & 26 & 27 & 28 \\
29 & 30 & 31 & 32 \\
\hline
\Delta \eta_\kappa & \Delta \eta_\kappa & \Delta \eta_\kappa & \Delta \eta_\kappa \\
\hline
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 \\
13 & 14 & 15 & 16 \\
17 & 18 & 19 & 20 \\
21 & 22 & 23 & 24 \\
25 & 26 & 27 & 28 \\
29 & 30 & 31 & 32 \\
\hline
\end{array}
\]

Fig. 3: Illustration of data-parallel implementation variants of embedded RK methods that exploit a limited access distance. The numbers determine the computation order of the blocks. Blocks accessed during initialization or finalization phases in which communication is required are displayed as filled boxes, and blocks required by neighboring processors are emphasized by thick borders. (a) (PipeD), (b) (PipeD2), (c) (PipeD4) and (PipeD5).

In addition to (PipeD) and (PipeD2), we consider two new parallel variants of the pipelining computation scheme, to which we will refer as (PipeD4) and (PipeD5). Both are covered by the illustration in Fig. 3 (c). In contrast to (PipeD) and (PipeD2), (PipeD4) and (PipeD5) let processors with odd and even index iterate over the dimension of the ODE system in opposite direction. Both work in three phases: initialization phase, sweep phase, and finalization phase.

The differences between (PipeD4) and (PipeD5) concern the overlapping of communication with computation and are not relevant to the shared-address-space implementations, which use blocking communication. Therefore, only one shared-address-space implementation called (PipeD4) that follows the computation scheme illustrated in Fig. 3 (c) has been implemented.

In the distributed-address-space implementations (PipeD4) and (PipeD5), non-blocking communication of single blocks similar to (PipeD) is performed during the initialization phase and during the finalization phase.

One disadvantage of the new computation order is that the transfer of blocks of \( \eta_\kappa = w_1 \) which are required to start the initialization phase cannot be overlapped by computations. Therefore, while (PipeD4) does not overlap this transfer time, we devised the variant (PipeD5) which exchanges blocks of \( \Delta \eta \) instead. The transfer of the blocks of \( \Delta \eta \) can be overlapped with the computations performed during the sweep phase and the finalization phase. The required blocks of \( \eta_\kappa \) are then computed by adding the values of the blocks of \( \Delta \eta \) to the previous values of the blocks of \( \eta_\kappa \). This computation is not needed.
4.2 Parallel Implementation

4 Low-Storage Implementation of the Pipelining Scheme

Classical implementations of embedded RK methods, which make no assumptions about the method coefficients or the access pattern of the function evaluation, need to hold at least $s + 2$ vectors of size $n$ (so called registers) in memory to store $\eta_k, w_2, \ldots, w_s, \eta_{k+1}$, and $\hat{\eta}_{k+1}$. If the dimension $n$ of the ODE system is large, the amount of storage space required to store all $s + 2$ registers may be larger than the main memory available on the target platform.

In this section, we show how the pipelining approach can be implemented with stepsize control using only ‘2+’ registers, i.e., 2 registers plus some small extra space that vanishes asymptotically if the ODE system is very large. Without stepsize control the storage space required can even be reduced to ‘1+’ registers.

4.1 Motivation and Sequential Implementation

Reconsidering the pipelining computation scheme in terms of storage space, we observe that the pipelining computation scheme, by performing a diagonal sweep across the argument vectors, delivers the blocks of elements of $\Delta \eta$ and $\epsilon$ one after the other as the sweep proceeds along the dimension of the ODE system. The computation of the next blocks of these vectors depends only on those argument vector blocks that belong to the working space of the corresponding pipelining step. Argument vector blocks behind the sweep line that is determined by the working space of the current pipelining step are no longer required for computations in the current time step. Argument vector blocks ahead of the sweep line do not yet contain data computed in the current time step and thus do not contribute to the computations performed in the current pipelining step. Hence, a significant reduction of the storage space can be achieved if only those argument vector blocks are kept in memory that are part of the working space of the current pipelining step.

A second opportunity to save storage space lies in the computation of the error estimate $\epsilon$. The error estimate $\epsilon$ is used in the decision whether to accept the current time step or to reject it and repeat it with a smaller stepsize. Most stepsize control algorithms make this decision based on a scalar value that is an aggregate of the elements of $\epsilon$, e.g., a vector norm. A common choice for the aggregate $\epsilon$ is the maximum norm of $\epsilon / \sigma$ divided by some user defined tolerance TOL:

$$\epsilon = \frac{1}{\text{TOL}} \left\| \frac{\epsilon}{\sigma} \right\|_{\infty} = \frac{1}{\text{TOL}} \max_{j=1,\ldots,n} \left| \frac{\epsilon_j}{\sigma_j} \right|,$$

where $\sigma$ is a vector of scaling factors, e.g., $\sigma_j = \max \{ |\eta_k,j|, |\eta_{k+1,j}| \}$ for $j = 1, \ldots, n$. But the computation of aggregates of this kind does not require all elements of $\epsilon$ to be stored in memory. Rather, a sweep approach can be applied which updates a scalar variable as the elements of $\epsilon$ are computed one after the other:

1.) $\epsilon := 0$

2.) $\epsilon := \max \left\{ \frac{\epsilon_j}{\sigma_j} \right\}$ for $j = 1, \ldots, n$

3.) $\epsilon := \frac{\epsilon}{\text{TOL}}$

This sweep approach to compute $\epsilon$ can easily be integrated into the pipelining scheme, which delivers one new block of $\epsilon$ after each pipelining step.

All in all, it is sufficient to store the two $n$-vectors $\eta_k$ and $\Delta \eta$, the $\frac{1}{2} s^2 + \frac{5}{2} s - 2$ blocks of $w_2, \ldots, w_s$ belonging to the working space of the current pipelining step and $s$ blocks of the error estimate $\epsilon$. This leads to a total amount of

$$2n + \left( \frac{1}{2} s^2 + \frac{5}{2} s - 2 \right) B = 2n + \Theta \left( \frac{1}{2} s^2 B \right)$$

vector elements that have to be stored in memory. If no stepsize control is used, $\eta_k$ can be overwritten by $\eta_{k+1}$ because the steps are always accepted and $\eta_k$ is not needed to be able to repeat the time step. Thus, the memory space required even reduces to

$$n + \left( \frac{1}{2} s^2 + \frac{3}{2} s - 2 \right) B = n + \Theta \left( \frac{1}{2} s^2 B \right)$$

vector elements, since no elements of $\Delta \eta$ and $\epsilon$ have to be stored.

One possibility to design an implementation of a low-storage pipelining scheme which supports stepsize control by an embedded solution is the overlapping of $\Delta \eta$ with the vectors $\epsilon$ and $w_2, \ldots, w_s$, as shown in Fig. 4(a). The sequential implementation requires two registers, one of size $n$ which stores the current approximation vector $\eta_k$, and one of size $n + \left( \frac{1}{2} s^2 + \frac{5}{2} s - 2 \right) B$ which stores $\Delta \eta$ and the elements of $\epsilon$ and $w_2, \ldots, w_s$ which belong to the working space of the current pipelining step using the displacements shown in Table 1. Using this overlapping, the pipelining scheme can be executed without further changes as described in Section 3.4. As a result, the working space of the pipelining steps is embedded into the enlarged register holding $\Delta \eta$ as a compact, consecutive window such that the computation of the next block of $\Delta \eta$ moves this window one block forward.

4.2 Parallel Implementation

A parallel low-storage implementation of the pipelining scheme can easily be obtained with only a few adaptations. Because in the low-storage implementation the working space of the pipelining steps is embedded into

$$\left( \sum_{j=1}^{n} |x_j|^p \right)^{\frac{1}{p}}.$$
Instead, each processor allocates a chunk of memory which all participating processors have shared access.

tion that uses only one global copy of this register to possible to realize a shared-address-space implementa-

tions as the sequential implementation (Fig. 4(a)). But

also be advantageous on shared-memory systems with uniform memory access times (UMA systems), because blocks which are required by neighboring processors have to be copied between the local data structures of the threads and there is no gain in faster access times to the elements of the local copy.

Since the embedded working space has to be moved forward block by block, the computation order illustrated in Fig. 3(a) can not be applied. Moreover, the computation order illustrated in Fig. 3(b) can not be implemented efficiently because the data to be transferred are overwritten in subsequent pipelining steps and, therefore, the data transfer can not be overlapped with computations. However, parallel implementations with reduced storage space can be realized using the computation order illustrated in Fig. 3(c), i.e., using the same computation order as (PipeD4) or (PipeD5).

In the experimental evaluation in Section 5, we consider a low-storage implementation derived from (PipeD4) referred to as (PipeD4s).

Parallel implementations based on blocking communication, such as our shared-address-space implementations, can be realized using the same vector displacements as the sequential implementation (Fig. 4(a)). But in order to support the overlapping of communication with computations, the overlapping memory layout of the argument vectors needs to be splayed by one block as illustrated in Fig. 4(b). This slightly enlarges the register which stores \( \Delta \eta \) and the elements of \( e \) and \( w_2, \ldots, w_s \) which belong to the working space of the current pipelining step to the size \( n + \Theta \left( \frac{1}{2} s^2 B \right) \).

The resulting new offsets are included in Table 1.

<table>
<thead>
<tr>
<th>Vector:</th>
<th>( \Delta \eta )</th>
<th>( e )</th>
<th>( w_2 )</th>
<th>( \ldots )</th>
<th>( w_i )</th>
<th>( \ldots )</th>
<th>( w_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offset (blocking/sequential):</td>
<td>0</td>
<td>( s )</td>
<td>( s + 3 )</td>
<td>( \ldots )</td>
<td>( s + \frac{1}{2} i^2 + \frac{3}{2} i - 2 )</td>
<td>( \ldots )</td>
<td>( s^2 + \frac{3}{2} s - 2 )</td>
</tr>
<tr>
<td>Offset (non-blocking):</td>
<td>0</td>
<td>( s )</td>
<td>( s + 3 )</td>
<td>( \ldots )</td>
<td>( s + \frac{1}{2} i^2 + \frac{5}{2} i - 4 )</td>
<td>( \ldots )</td>
<td>( s^2 + \frac{7}{2} s - 4 )</td>
</tr>
</tbody>
</table>

Fig. 4: Illustration of the overlapping of the vectors \( \Delta \eta \), \( e \) and \( w_2, \ldots, w_s \) in the low-storage implementation. This overlapping allows us to embed \( \Delta \eta \) and the working space of the pipelining steps into a single vector of size \( n + \Theta \left( \frac{1}{2} s^2 B \right) \).

(a) Sequential implementation and parallel implementation without support for overlapping communication with computations.

(b) Parallel implementation with support for overlapping communication with computations.

Parallel implementations based on blocking communication, such as our shared-address-space implementations, can be realized using the same vector displacements as the sequential implementation (Fig. 4(a)). But in order to support the overlapping of communication with computations, the overlapping memory layout of the argument vectors needs to be splayed by one block as illustrated in Fig. 4(b). This slightly enlarges the register which stores \( \Delta \eta \) and the elements of \( e \) and \( w_2, \ldots, w_s \) which belong to the working space of the current pipelining step to the size \( n + \Theta \left( \frac{1}{2} s^2 B \right) \).

The resulting new offsets are included in Table 1.

4.3 Comparison of Data Set Sizes of Semi-discretized PDEs

The spatial discretization of a \( d \)-dimensional PDE system by the method of lines [41] uses a \( d \)-dimensional spatial grid. In the following, we assume that the same number of grid points is used in each dimension, and refer to it as \( N \). The ODE system which results from this semi-discretization consists of \( n_v \cdot N^d \) equations, where \( n_v \) is the number of dependent variables in the PDE system. The spatial derivatives at the grid points are approximated using difference operators which use grid points in a bounded environment of the grid point considered. Hence, one spatial dimension can be selected for a subdivision of the ODE system into blocks such that each block represents an \( N^{d-1} \)-dimensional slice of the grid and the ODE system has a limited access distance \( d(f) = n_v \cdot r \cdot N^{d-1} \), where \( r \) is the maximum distance in
the selected dimension between the grid point to which the discretization operator is applied and the grid points used by the discretization operator.

Since the working space of the pipelining scheme requires a storage space of only $\Theta\left(\frac{1}{2}n^2d(f)\right) = \Theta\left(\frac{1}{2}n^2 \cdot n_v \cdot R^{d-1}\right)$ while the system size $n$ grows with $\Theta\left(N^d\right)$, the additional storage needed to store the working space becomes less significant when $N$ increases. As an example for the case of sequential execution, Table 2 shows a comparison of data set sizes for an ODE of size $n = 2N^2$ with access distance $d(f) = 2N$, as it may result from a 2D PDE with two dependent variables discretized using a five-point stencil (e.g., BRUSS2D [10], see also Section 5). The function $S(x)$ used in this table represents the space needed to store $x$ vector elements using double precision (8 bytes per vector element). $P_{s,B}$ is the number of vector elements in the working space of the pipelining scheme that have to be stored in addition to $\eta_v$ (and $\Delta\eta$) if an $s$-stage method and blocksize $B$ is used, i.e.,

$$P_{s,B} = \left(\frac{1}{2}n^2 + \frac{5}{2}s - 2\right)B.$$  

Column I shows the size of the working space $S(P_{s,B})$ in the case that a $T$-stage method is used. We chose $T = 7$ because the popular embedded RK method DOPRI5(4) that we used in the runtime experiments presented in Section 5 has 7 stages. Column II shows the size of a single register holding $n$ vector elements. Columns III and V represent the total amount of memory needed when using the low-storage pipelining implementation with (V) and without (III) stepsize control. In comparison to this, column IV shows the amount of memory needed when using the most space-efficient RK methods that have been proposed in related works, which make use of special coefficient sets and require at least two $n$-registers. Finally, column VI shows the storage space required when using a conventional embedded RK method with 7 stages and stepsize control or a conventional RK method with 8 stages without stepsize control.

Concerning data set sizes, the parallel implementation requires a larger amount of memory than the sequential implementation because every processor must provide sufficient space to store the data accessed in one pipelining step. Thus, the total amount of memory required increases with the number of processors and may even exceed the total amount of memory required by other implementations as the number of processors gets close to the number of blocks $n_B = \lfloor n/B \rfloor$, where $n_B = N$ in the case of semi-discretized PDEs.

As an example, we consider the case of non-blocking communication, where the working space of one pipelining step contains

$$Q_{s,B} = \left(\frac{1}{2}n^2 + \frac{7}{2}s - 3\right)B$$

vector elements. Including one additional register to perform stepsize control, our parallel low-storage implementation must store a total amount of $2n + p \cdot Q_{s,B}$ vector elements. On the other hand, the conventional implementations must store $(s + 2)n + 2s(p - 1)B$ vector elements. Hence, the low-storage implementation justifies its name if (assuming that $n$ is an integer multiple of $B$)

$$2n + p \cdot Q_{s,B} < (s + 2)n + 2s(p - 1)B$$

$$2n + p \left(\frac{1}{2}n^2 + \frac{7}{2}s - 3\right)B < (s + 2)n + 2s(p - 1)B$$

$$2n_B + p \left(\frac{1}{2}n^2 + \frac{7}{2}s - 3\right) < (s + 2)n_B + 2s(p - 1)$$

$$p \left(\frac{1}{2}n^2 + \frac{3}{2}s - 3\right) < s(n_B - 2)$$

$$p < \frac{n_B - 2}{\frac{1}{2}n^2 + \frac{3}{2}s - \frac{3}{2}}.$$  

In other words, storage space can be saved if we choose the number of blocks per processor, $\lfloor n_B/p \rfloor$, such that

$$\frac{n_B}{p} > \frac{1}{2}n^2 + \frac{3}{2}s - \frac{3}{2} + \frac{1}{2}n^2 + \frac{3}{2}s - \frac{3}{2} + \frac{2}{p}.$$  

for $p \geq 2$, i.e., if we assign more than $\frac{1}{2}n^2 + \frac{3}{2}s - \frac{3}{2} + 1$ blocks to each processor. Table 3 shows the minimum number of blocks to be assigned to each processor for RK methods with up to 17 stages.

Table 4 continues Table 2 by showing exemplary data set sizes for the case of a non-blocking parallel implementation with $s = 7$ (e.g., DOPRI5(4)) and $B = 2N$ (e.g., BRUSS2D). For each grid size $N$, a number of processors, $p$ (VIII), has been chosen as an example, which is high enough to benefit from parallelism, but small enough to save a significant amount of storage space. Column IX shows the size of the storage space required for each processor to store the working space of one pipelining step. In column X, this size has been multiplied by the number of processors, $p$, thus representing the total amount of storage space required to store the working spaces of the pipelining steps on all processors. The total amount of storage space including the two $n$-registers required by the non-blocking low-storage implementation is shown in column XI. For comparison, column XII shows the total amount of storage space required by the conventional parallel implementations that exploit the limited access distance.

5 Experimental Evaluation

The implementation variants described in Section 3 and 4 have been evaluated using runtime experiments on several modern parallel computer systems with different architectures. The computer systems considered are two off-the-shelf multi-processor servers equipped with Intel Xeon and AMD Opteron quad-core processors, one commodity cluster system with three different communication networks and two supercomputer systems, the Jülich Multiprocessor (JUMP) at the Jülich Supercomputing Centre (JSC) and the High End System in Bavaria 2 (HLRB 2) at the Leibniz Supercomputing Centre (LRZ) in Munich. Table 5 summarizes the target platforms, the compilers and the MPI versions used. Table 6 shows the implementation variants considered.
As an example problem we use BRUSS2D [10], a typical example of a PDE discretized by the method of lines. Using an interleaving of the two dependent variables resulting in a mixed-row oriented ordering of the components (BRUSS2D-MIX, cf. [29, 31]), this problem has a limited access distance of $d(f) = 2N$, where the system size is $n = 2N^2$. As weight of the diffusion term we use $\alpha = 2 \cdot 10^{-3}$. The experiments presented in the following have been performed using the 3-stage embedded RK method RKF2(3) [43, p. 64], the 7-stage embedded RK method DOPRI5(4) [16], and the 13-stage embedded RK method DOPRI8(7) [37].

### 5.1 Sequential Implementations

Figure 5 shows a comparison of the sequential runtimes of the three sequential implementations (D), (PipeD) and (PipeDls) on the five target systems. The runtimes have been normalized with respect to the number of steps and the number of ODE components, $n$. Thus, if machine instructions had constant execution times, the normalized runtime would be independent of $n$, except for slight differences caused by a different number of rejected steps. But, actually, the execution times of machine instructions vary, in particular those of memory instructions, for which the execution times depend on the location of the accessed data within the memory hierarchy.

In the diagrams in Fig. 5, the normalized runtime is plotted against the dimension of the ODE system, $n$, thus making visible the changes of the execution times of the memory instructions for increasing amounts of data to be processed. Usually, the highest increase of the normalized runtime occurs when relevant working sets grow larger than the highest-level cache, which is largest in size. In this case, the number of main memory accesses increases, which take a multiple of the time of a cache hit. Hence, for our application, it is often less significant, which cache level is hit, but primary important that the cache is hit.

#### 5.1.1 4 × 4 Xeon Server

The largest differences in the runtimes of the three implementations have been observed on the Xeon processor (Hydra). If the system size is small, e.g., $n \leq 80000$, several $n$-vectors can be stored in the 3 MB L2 cache. For RKF2(3), nearly the complete working set of one time step fits in the L2 cache. When $n$ or the number of stages, $s$, increases, more memory access operations lead to cache misses and the normalized runtime increases. For $n$ larger than approximately $10^6$, the normalized runtime stays relatively constant. Only in the experiment using DOPRI8(7) with 13 stages, the normalized runtime of the two pipelining implementations slowly increases. This behavior corresponds to the ratio between the size of the working space of a pipelining step and the size of the L2 cache. While this working set occupies only at most 10% of the L2 cache in the experiment with RKF2(3), it grows up to about half the size of the L2 cache in the experiment with DOPRI5(4) and even grows larger than the L2 cache for $n > 5.8 \cdot 10^6$ in the experiment with DOPRI8(7).

Since in our experiments $n$ ranges from $8 \cdot 10^5$ to $8 \cdot 10^6$, the diagrams showing the normalized runtime on Hydra illustrate the situation where working sets representing one or several $n$-vectors do not fit in the cache. Only the loop performing the pipelining steps and the innermost loop over the succeeding stages can run inside the cache. In this situation, the pipelining implementations clearly outperform the general implementation (D). The relation between the normalized runtimes of the pipelining implementation (PipeD) and its low-storage variant (PipeDls) is unique on this machine. Here, (PipeDls) is about 1.5 to 2 times faster than (PipeD). Such high speedup had not been expected since the computation order and the size of the working space are the same in both implementations.

On the other hand, (PipeDls) stores the data accessed in the pipelining steps in a very compact memory region. Even more important is the number of cache lines that have to be replaced when the implementations ad-
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Fig. 5: Sequential runtime per step and component in seconds.
vance to the next pipelining step. (PipeD) stores all $n$-vectors ($\eta_1, w_2, \ldots, w_n, \Delta \eta$, and $e$) in separate $n$-registers. Thus, assuming that the working space of a pipelining step fits in the cache, $s + 2$ blocks containing $B$ vector elements must be loaded into the cache, where they replace $s+2$ other blocks of this size. Except for the block of $\eta_1$, all replaced blocks contain updated values and have to be written back to main memory.

By contrast, (PipeDls) uses only one register of size $n$ to store $\eta_1$ and one larger register to store $\Delta \eta$ and the working space of the pipelining steps. When (PipeDls) moves on to the next pipelining step, only two blocks of size $B$ have to be loaded into the cache and one block needs to be written back to main memory. The blocks which are not needed in future pipelining steps, are overwritten and thus reused in the next pipelining step.

The storage size of a block containing $B$ vector elements grows from 3.13KB to 31.25KB in our experiments. Thus, in the worst case, (PipeDls) loads only 62.50KB in each pipelining step into the cache while (PipeD) has to load 156.25KB in case of RKF2(3), 281.25KB in case of DOPRI5(4), and 468.75KB in case of DOPRI8(7). Since the difference in normalized runtime between (PipeD) and (PipeDls) is higher if the number of stages is larger, this presumably is the reason for the higher performance of (PipeDls) on Hydra.

However, the blocks of the $s + 2$ $n$-registers in implementation (PipeD) which are required in the next pipelining step could be prefetched in parallel to the computation of the current pipelining step. This can only work if the prefetch logic of the processor recognizes the access pattern of the implementation and if the memory-to-cache transfer is fast enough.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$n$</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
<th>XI</th>
<th>XII</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^2$</td>
<td>$2 \cdot 10^4$</td>
<td>5</td>
<td>71.9KB</td>
<td>359.4KB</td>
<td>671.9KB</td>
<td>1.5MB</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$2 \cdot 10^6$</td>
<td>25</td>
<td>718.8KB</td>
<td>17.5MB</td>
<td>48.1MB</td>
<td>142.5MB</td>
</tr>
<tr>
<td>$10^4$</td>
<td>$2 \cdot 10^8$</td>
<td>100</td>
<td>7.0MB</td>
<td>701.9MB</td>
<td>3.7GB</td>
<td>13.6GB</td>
</tr>
<tr>
<td>$10^5$</td>
<td>$2 \cdot 10^{10}$</td>
<td>1000</td>
<td>70.2MB</td>
<td>68.5GB</td>
<td>366.6GB</td>
<td>1.3TB</td>
</tr>
<tr>
<td>$10^6$</td>
<td>$2 \cdot 10^{12}$</td>
<td>10000</td>
<td>701.9MB</td>
<td>6.7TB</td>
<td>35.8TB</td>
<td>133.0TB</td>
</tr>
</tbody>
</table>

**Tab. 4:** Comparison of data set sizes of different RK integrators occurring in the solution of an ODE system of size $n = 2N^2$ with access distance $d(f) = 2N$ (parallel execution with non-blocking communication). See explanation in the text.

have a smaller L2 cache of only 512KB but possess an additional shared L3 cache of 2MB L3 cache of 2MB (non-inclusive victim cache [1]).

The first similarity observed is that the normalized runtime curves of (D) and (PipeD) show peaks while the curve of (PipeDls) is significantly smoother. The peaks are sharper if the number of stages is higher. The implementations (D) and (PipeD) have in common that the innermost loops iterate over the stages while the argument vectors are allocated separately. In contrast to this, the innermost loop of (PipeDls) also iterates over the stages, but the argument vectors are embedded into a single register such that the vector elements accessed by the innermost loop are located inside a small consecutive memory region. Most importantly, the distance between the memory locations of the elements of succeeding argument vectors accessed in the innermost loop is not a constant amount.

Therefore, the innermost loops of (D) and (PipeD) are more likely to provoke cache conflict misses than the innermost loop of (PipeDls) if the associativity of the cache is smaller than the number of vectors accessed in the innermost loop. Since the L1 cache of the Opteron processors is only 2-way associative, this leads to the conclusion that the peaks in the normalized runtime curves of (D) and (PipeD) are caused by an increased number of conflict misses due to an unfortunate alignment of the argument vectors. Additional tests with a randomized allocation policy support this conclusion as they led to different shapes of the normalized runtime curves.

Comparing (D) and (PipeD), (PipeD) can outperform (D) only if the working space of one pipelining step fits in the L2 cache. This is the case in the experiment with RKF2(3). In the experiment with DOPRI5(4), the working space of one pipelining step grows larger than the cache for $N \gtrsim 1.3 \cdot 10^6$ on Hydrus and for $N \gtrsim 5.4 \cdot 10^6$ on the Opteron cluster. In the experiment with DOPRI5(4), this happens for $N \gtrsim 1.6 \cdot 10^5$ on Hydrus and for $N \gtrsim 6.5 \cdot 10^5$ on the Opteron cluster.

The low-storage implementation (PipeDls) is clearly faster than (PipeD) in nearly all experiments, but its performance also depends on whether the working space of one pipelining step fits in the L2 or L3 cache. Therefore, (D) can be faster than (PipeDls) for large system sizes such as $n \gtrsim 5.0 \cdot 10^6$ in the experiment with DOPRI5(4) on Hydrus.

---

### 5.1.2 Opteron-based Systems

On the other target platforms the difference in the performance of (PipeD) and (PipeDls) is not as large as on Hydra. The two systems, Hydrus and the Opteron cluster, are both equipped with AMD Opteron processors. Even though the processors of the two systems represent different generations of the Opteron processor (K8 and K10) our measurement results show many similarities between the two systems. Differences between the two systems mainly result from different cache sizes. While the K8 processors in the Opteron cluster have an L2 cache of 1024KB, the K10 processors of Hydrus have a smaller L2 cache of only 512KB but possess an additional shared L3 cache of 2MB L3 cache of 2MB (non-inclusive victim cache [1]).
<table>
<thead>
<tr>
<th>Name</th>
<th>Institution</th>
<th>HW Platform</th>
<th>CPU</th>
<th>Clock (GHz)</th>
<th>L1 Cache (KB)</th>
<th>L2 Cache (KB)</th>
<th>L3 Cache (MB)</th>
<th>#Cores/CPU</th>
<th>#Cores/Node</th>
<th>#Cores (total)</th>
<th>Interconnect(s)</th>
<th>Compiler</th>
<th>MPI Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLRB</td>
<td>LRZ Munich</td>
<td>SGI Altix 4700</td>
<td>Intel Itanium 2 (Montecito)</td>
<td>1.6</td>
<td>16</td>
<td>1024 + 2562</td>
<td>9728</td>
<td>2</td>
<td>512</td>
<td>9728</td>
<td>NUMAlink 4</td>
<td>GCC 4.3</td>
<td>SGI MPT 1.16</td>
</tr>
<tr>
<td>JUMP</td>
<td>JSC</td>
<td>IBM p6 575</td>
<td>IBM Power 6</td>
<td>4.7</td>
<td>64 + 642</td>
<td>4096</td>
<td>32</td>
<td>2</td>
<td>4096</td>
<td>32</td>
<td>Infiniband</td>
<td>IBM XL C/C++</td>
<td>IBM POE 4.3.2</td>
</tr>
<tr>
<td>Hydra</td>
<td>University of Bayreuth</td>
<td>Intel ‘Fox Cove’ S7000FC4URE</td>
<td>Intel Xeon E7330 (Core, Tigerton)</td>
<td>2.4</td>
<td>32 + 322</td>
<td>2 × 30723</td>
<td>32</td>
<td>2</td>
<td>512</td>
<td>32</td>
<td>n/a</td>
<td>GCC 4.3</td>
<td>MVAPICH2 1.2</td>
</tr>
<tr>
<td>Hydrus</td>
<td>University of Bayreuth</td>
<td>MEGWARE</td>
<td>AMD Opteron 8350 (K10, Barcelona)</td>
<td>2.0</td>
<td>64 + 642</td>
<td>5124</td>
<td>16</td>
<td>2</td>
<td>512</td>
<td>16</td>
<td>n/a</td>
<td>GCC 4.3</td>
<td>MPICH 1.2.7</td>
</tr>
<tr>
<td>Opteron cluster</td>
<td>University of Bayreuth</td>
<td>MEGWARE</td>
<td>AMD Opteron 246 (K8, Sledgehammer)</td>
<td>2.0</td>
<td>64 + 642</td>
<td>10244</td>
<td>32</td>
<td>2</td>
<td>4096</td>
<td>32</td>
<td>n/a</td>
<td>GCC 4.3</td>
<td>MPICH 1.2.5</td>
</tr>
</tbody>
</table>

1 Not used for floating point data.
2 Instructions + data.
3 Two cores share a 3 MB L2 cache.
4 Exclusive cache (does not store data present in L1 cache).
5 Shared by all cores.
6 Off-die cache.
7 ‘Mostly exclusive’ victim cache running at northbridge clock.
8 Number of virtual cores in simultaneous multi-threading (SMT) mode.

**Tab. 5:** Overview of the target platforms considered in the experimental evaluation.
<table>
<thead>
<tr>
<th>Name</th>
<th>Exploits Limited Access Distance</th>
<th>Pipelining</th>
<th>Low Storage</th>
<th>Distr. Data Structures</th>
<th>Non-bl. Comm.</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential Implementations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>n/a</td>
<td>n/a</td>
<td>–</td>
</tr>
<tr>
<td>PipeD</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>n/a</td>
<td>n/a</td>
<td>2 (a), 2 (b)</td>
</tr>
<tr>
<td>PipeDlS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>n/a</td>
<td>n/a</td>
<td>2 (a), 2 (b), 4 (a)</td>
</tr>
<tr>
<td>Pthreads Implementations for Shared Address Space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Dbc</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>PipeD</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2 (b), 3 (a)</td>
</tr>
<tr>
<td>PipeD4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>2 (b), 3 (c)</td>
</tr>
<tr>
<td>PipeD4lS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>2 (b), 3 (c), 4 (a)</td>
</tr>
<tr>
<td>MPI Implementations for Distributed Address Space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Dbc</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>PipeD</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>2 (b), 3 (a)</td>
</tr>
<tr>
<td>PipeD2</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>2 (b), 3 (b)</td>
</tr>
<tr>
<td>PipeD4</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>2 (b), 3 (c)</td>
</tr>
<tr>
<td>PipeD5</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>2 (b), 3 (c)</td>
</tr>
<tr>
<td>PipeD4lS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2 (b), 3 (c), 4 (b)</td>
</tr>
</tbody>
</table>

1 The computation of the argument vector \( \mathbf{w} \) and the function evaluation \( f(t, \mathbf{w}) \) are separated by barrier operations.

2 Blocks of the argument vectors accessed by multiple processors are protected by locks. At the beginning of the time step, the locks are held by the processors which will compute the corresponding block. The locks are released as soon as the computation of the corresponding block has been completed.

3 Blocks are copied using \texttt{memcpy()}.

4 The argument vector \( \mathbf{w} \) is made available to all processors using a multibroadcast operation \texttt{(MPI_Allgather())}.

5 Blocks are sent to/received from neighboring processors by non-blocking single transfer operations \texttt{(MPI_Isend()}/\texttt{MPI_Irecv())}.

Tab. 6: Overview of the implementation variants considered in the experimental evaluation.
5.2 Shared-Address-Space Implementations

5.2.1 4 × 4 Xeon Server

On Hydra, which is equipped with four quad-core Xeon (Tigerton) processors, the scalability of the Pthreads implementations is generally not as good as on the other systems. Only the low-storage pipelining implementation (PipeD4ls) can obtain speedups above 7. While all other shared-memory systems considered rely on a NUMA architecture, where each processor can access its local memory very fast without interfering with local memory accesses of other processors, Hydra uses a centralized memory architecture. All processor chips access the main memory through a central ‘Memory Controller Hub’ (Northbridge), which turns out to be a bottleneck for memory-intensive parallel applications.

The comparison of the sequential runtimes already showed that the performance on this machine is sensitive to changes of the locality behavior. The parallel execution amplifies these performance differences. Thus, the scalability of the general implementation (D) and the implementation (Dbc), which uses the same loop structure as (D), is very poor. Their speedups are below 4. The conventional pipelining implementations (PipeD) and (PipeD4) obtain noticeably better speedups up to ≈7 but cannot take profit of all cores of the machine.

In our experiments, (PipeD4ls) is the only implementation which can exploit all cores of the machine, but only if the amount of data to be processed is not too large. The highest speedups with respect to the sequential execution time of (PipeD) observed for (PipeD4ls) was 16.8 in the experiment using DOPRI5(4) and N = 1000. However, the self-reflexive speedup in this case is only 10.4. If the number of stages or the size of the ODE system is increased, the maximum speedup is reached on less than 16 cores (see experiments with DOPRI8(7), N = 1000 and DOPRI5(4), N = 2000).

5.2.2 4 × 4 Opteron Server

On the second system equipped with four quad-core processors, Hydrus, all Pthreads implementations – the specialized implementations, but also the general implementation (D) – scale well and can exploit all cores of the machine. In contrast to Hydra, the Opteron processors of Hydrus have local memories and are connected by point-to-point links (‘HyperTransport’).

The speedups measured on this machine using 16 threads range from 10.2 to 18.3. The sequential runtimes of the different implementations already were very similar, and the same applies to the parallel speedups. The only exception is the experiment with DOPRI8(7) and N = 2000, where (PipeD4ls) is significantly faster than the other implementations.

5.2.3 IBM p6 575 Cluster

The nodes of JUMP are equipped with 32 Power 6 cores. Each core can execute two threads in hardware (two-way SMT). Among the systems considered, JUMP has the fastest processor clock (4.7 GHz) and the largest cache...
Fig. 6: Parallel speedup of the shared-address-space implementations ($N = 1000$).
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**Fig. 7:** Parallel efficiency of the shared-address-space implementations ($N = 1000$).
Fig. 8: Parallel speedup of the shared-address-space implementations ($N = 2000$).
Fig. 9: Parallel efficiency of the shared-address-space implementations ($N = 2000$).
(32 MB). In the experiments with $N = 2000$, the scalability of all implementations is very good. The speedups for 32 threads (ST mode) lie between 22.2 and 27.4 for RKF 2(3), between 23.1 and 27.5 for DOPRI 5(4), and between 24.5 and 28.5 for DOPRI 8(7).

It is particularly remarkable that in SMT mode (i.e., using more than 32 threads) the efficiency with respect to the number of threads decreases only slightly, and with respect to the number of physical cores it nearly doubles. Apparently, the two threads of instructions executed on each Power 6 core, which mainly consist of floating-point instructions, can be scheduled to the two binary floating-point units available on each core such that the two threads are not significantly delayed by contention for processor resources, and the memory hierarchy can satisfy the higher rate of data requests generated by the second thread without delaying the data required by the first thread. Thus, for $N = 2000$, speedups between 41.0 and 45.5 have been obtained for RKF 2(3), between 43.9 and 50.6 for DOPRI 5(4), and between 47.1 and 54.7 for DOPRI 8(7). In the experiments with $N = 1000$, speedups and efficiencies are lower, but the implementations can still exploit all cores of the machine and even take profit of the SMT capability.

Comparing the implementation variants, the differences are not very large. We observe, however, that (PipeD), (Dbc) and (D) are often noticeably faster than (PipeD4) and (PipeD4ls). (PipeD4) and (PipeD4ls) use the same computation order but a different memory layout of the data structures. Both use distributed data structures and copy blocks between neighboring threads using memcpy(). By contrast, (PipeD), (Dbc) and (D) use shared (central) data structures and do not need to copy blocks. Thus, it seems likely that the overhead resulting from the copying of blocks has a negative effect on the overall performance. Further, the direction of the iteration over the dimension of the ODE system has an influence on the performance, c.f. Section 5.3.3.

5.2.4 SGI Altix 4700

HLRB 2 has a globally shared address space based on a NUMAlink network with a dual fat tree topology. Parallel thread-based jobs can use up to 510 Itanium 2 cores. Our Pthreads implementations, however, run efficiently only on small numbers of cores. The highest speedups have been measured using DOPRI 8(7) and $N = 2000$. In this experiment, the speedups on 96 cores are in the range from 73.3 to 88.0. The highest speedups of 198.3 and 194.7 are reached by the implementations (PipeD4ls) and (PipeD4) using 448 threads. Both implementations, (PipeD4) and (PipeD4ls), deliver very similar parallel runtimes, which means that the low-storage variant neither improves nor deteriorates the performances.

Also in most other experiments these two implementations deliver the highest speedups. This means that on this system the higher locality of the distributed data structures appears to be an advantage even though it entails the overhead of block transfers. However, for large numbers of threads, (PipeD4) and (PipeD4ls) can only be compared to (Dbc) and (D) since (PipeD) supports at most $\lceil n_B/(2s) \rceil$ threads. But the comparison with (PipeD) for small numbers of threads already confirms that on this machine, where memory access times are significantly more non-uniform than on the other systems, distributed data structures lead to better performance. The reason is that, to access a shared data structure, all threads which run on processors not directly connected to the memory section in which the data structure resides have to perform expensive remote memory accesses.

(D) and (Dbc) differ in the synchronization mechanisms employed, but both use the same loop structure. For small numbers of threads, the influence of the synchronization mechanisms is less important, and the performance of (D) and (Dbc) does not differ significantly. In this situation, the loop structure of (D) and (Dbc) is not competitive to the pipelining scheme. But as the number of threads increases, the amount of data to be processed by the individual processors decreases and a larger part of this data fits in the L3 cache. Thus, the number of main memory accesses is reduced and the performance improves. The best efficiency is obtained if the amount of data to be processed by each processor has approximately the size of the L3 cache. If the number of threads is increased further, this behavior stops taking effect since all data fit in the local caches and no more main memory accesses are saved. Consequently, the increasing synchronization overhead of the larger number of threads leads to a decreasing efficiency as it is not compensated by sufficiently strong positive cache effects. Regarding the influence of the synchronization operations, the comparison of (D) and (Dbc) for large numbers of threads shows that the lock-based synchronization strategy of (Dbc), which makes use of the limited access distance of the test problem, leads to a better scalability than the barrier-based general strategy of (D) in most experiments.

Compared to the MPI implementations (see Section 5.3.4), the general scalability of the Pthreads implementations is far below the potential of the machine. As our comparison shows, scalable implementations require the use of distributed data structures because only they can reflect the physically distributed organization of the globally addressable main memory. We assume that for the Pthreads implementations which use distributed data structures, (PipeD4) and (PipeD4ls), the overhead of the block transfers limits the scalability since the Pthreads implementations – unlike the MPI implementations – do not overlap the block transfers by computations.

5.3 Distributed-Address-Space Implementations

In this section, we compare the speedups and the efficiencies of the MPI implementations for the grid sizes $N = 1000$ (Figs. 10 and 11) and $N = 2000$ (Figs. 12 and 13) on the five target systems described in Table 5.
5.3 Distributed-Address-Space Implementations

As in Section 5.2 where we considered the Pthreads implementations, we use the sequential execution time of (PipeD) as the reference for the speedup and efficiency computation. In addition to the MPI variants of (D), (Dbc), (PipeD), (PipeD4) and (PipeD4ls), we also consider the implementation variants (PipeD2) and (PipeD5) (cf. Section 3.4).

5.3.1 4 × 4 Servers

In general, on both 4 × 4 servers the speedups and the efficiency of the MPI implementations are similar to those of the Pthreads implementations. The exchange of messages between processes via the MPI library does not lead to a high overhead compared to the performance of the Pthreads implementations, which can communicate using shared variables. Instead, the performance on Hydra is determined by the locality of the implementations and their ability to save main memory accesses. Thus, the low-storage pipelining implementation, (PipeD4ls), clearly outperforms the other implementations. On Hydra almost all implementations scale well, and their performance does not differ significantly. Only in the experiment with DOPRI8(7) and \( N = 2000 \) the low-storage implementation (PipeD4ls) shows a significantly higher efficiency than the other specialized implementations.

The only MPI implementation which delivers an evidently worse performance than its Pthreads counterpart is the general implementation (D), because it requires global communication. While the Pthreads version of (D) makes use of shared data structures and can synchronize the threads by executing one barrier operation at each stage, the MPI version requires the execution of a multibroadcast operation (MPI_Allgather()) at each stage, which assembles the current argument vector from its locally computed parts and makes it available to all participating MPI processes. This communication operation is very expensive; its costs increase with the number of participating processes. The MPI version of implementation (D) therefore shows a poor scalability in all experiments performed – not only on Hydra and Hydrus, but also on the other systems considered. Its speedup grows slowly or even decreases when the number of processes is increased, and its efficiency declines rapidly.

The two implementations (PipeD2) and (PipeD5), which have not been included in the comparison of the Pthreads implementations, deliver a similar performance like the other two conventional pipelining implementations, (PipeD) and (PipeD4). The performance of (PipeD5) is nearly identical to that of (PipeD4). (PipeD2) has approximately the same performance as (PipeD) or is slightly slower.

5.3.2 Opteron Cluster

The Opteron cluster consists of 32 dual-processor nodes connected by three separate communication networks at different speeds. This allows us to investigate the influence of the communication speed on the performance of the RK implementations.

Figures 10–13 show the parallel speedups and efficiencies measured using the fastest network, an Infiniband network with a nominal bandwidth of 10 Gbit/s. Using this network, all specialized implementations scale well, but the rate at which the efficiency decreases as more processors are used varies depending on the grid size \( N \). The efficiency of the specialized implementations is 0.6 or better in the experiments with \( N = 1000 \), and it is 0.8 or better in the experiments with \( N = 2000 \). In contrast to this, the general implementation (D) hardly profits from a parallel execution because it requires expensive global communication.

Taking a closer look at the efficiency curves of the specialized implementations for the Infiniband network, we first notice a sharp drop of the efficiencies of some implementations from \( \approx 0.9 \) to \( \approx 0.7 \) in the experiment with DOPRI8(7) and \( N = 1000 \) when the number of processes reaches 24 or 32, respectively. A similar but smaller drop of the efficiencies of these implementations occurs in the experiment with DOPRI5(4) and \( N = 1000 \). The only specialized implementation not affected is (PipeD4ls), whose efficiency is 0.94 or better. No such drops of the efficiencies have been observed in the experiment with RKF2(3) and \( N = 1000 \) and in all experiments with \( N = 2000 \). We conclude that this effect is caused by an increased number of conflict misses, because its magnitude increases with the number of stages and the innermost loops of our implementations iterate over the stages, thus touching elements of each of the \( s \) argument vectors which have the same index. (PipeD4ls) is the only implementation which does not store the argument vectors separately. Instead, (PipeD4ls) contracts the data which are part of the working space of the outermost loop into a small consecutive memory region, and the access patterns of the inner loops are less likely to produce conflict misses. However, no similar effect has been observed using the Gigabit Ethernet or Fast Ethernet network. This suggests that the way data are stored and managed by the network protocol (OpenIB or TCP/IP) influences the cache access pattern and the data layout in the cache, and this leads to a worse cache performance of some implementations when OpenIB is used instead of TCP/IP.

Even though this sharp drop of the efficiencies makes an evaluation of the experiment with \( N = 1000 \) and DOPRI8(7) difficult, a clearer comparison of the implementations is possible for the other experiments. Using the Infiniband network, \( N = 1000 \) and RKF2(3) or DOPRI5(4), (PipeD4ls) obtains the highest efficiency. (PipeD4) and (PipeD5) are slightly slower, but there is no significant difference in the performance of these two implementations. Similarly, (PipeD) and (Dbc) show an equal performance, and both are slightly slower than (PipeD4) and (PipeD5), but clearly faster than (PipeD2). Thus, the most successful implementations in these experiments are those which use distributed data structures. Using the Infiniband network and \( N = 2000 \), the performance improvement of (PipeD4ls) over the other implementations is larger than for \( N = 1000 \), particularly if DOPRI8(7) is used, but the differences of the
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Fig. 10: Parallel speedup of the distributed-address-space implementations ($N = 1000$).
Fig. 11: Parallel efficiency of the distributed-address-space implementations ($N = 1000$).
Fig. 12: Parallel speedup of the distributed-address-space implementations ($N = 2000$).
Fig. 13: Parallel efficiency of the distributed-address-space implementations (N = 2000).
performances of the other specialized implementations compared with each other are smaller. Only (PipeD2) can always be identified as the slowest specialized implementation. Thus, for this larger system dimension, which requires more data and larger working sets to be processed, the reduction of the storage space and the simultaneous increase of spatial locality achieved by the low-storage implementation, (PipeD4ls), has a significantly larger influence on the execution time than the variations of the computation and communication pattern developed for the other implementations.

Figure 14 shows a comparison of the parallel efficiencies of the implementations (Dbc), (PipeD), and (PipeD4ls) on the three different interconnection networks. The speed of the interconnection network has a deciding influence on the scalability of our implementations. As one expects, the scalability generally improves with the network speed because communication costs decrease. Thus, usually the performance on the Gigabit Ethernet network (1 Gbit/s) is better than the performance on the Fast Ethernet network (100 Mbit/s), and the best performance can be obtained on the Infiniband network (10 Gbit/s). Exceptions are the experiments with \( N = 1000 \) and DOPRI5(4) or DOPRI8(7) where the efficiency curves of some implementations on the Infiniband network show a sharp drop when the number of processes exceeds some value as discussed above. However, the impact of the network speed on the performance depends on the dimension of the ODE system and the number of stages of the RK method. When the number of processes is increased on the Infiniband network, the efficiencies stay nearly constant, i.e., they decrease only slowly. Compared to this, the efficiencies on the other networks degrade relatively quickly. Using \( N = 2000 \), i.e., the larger system dimension, the difference in the performance of the Fast Ethernet network and the Gigabit Ethernet network is only small. Using \( N = 1000 \), the difference in the performance of the networks depends to a greater extent on the number of stages of the RK method. Thus, while both the Fast Ethernet network and the Gigabit Ethernet network are significantly slower than the Infiniband network for RKF 2(3), for DOPRI8(7) the performance of the Gigabit Ethernet network gets closer to the performance of the Infiniband network, whereas the performance of the Fast Ethernet network does not improve noticeably when the number of stages is increased.

5.3.3 IBM p6 575 Cluster

While the Pthreads implementations are confined to the shared address space of a single cluster node, the MPI implementations can communicate across node boundaries. We can choose ST or SMT mode by running up to or more than 32 MPI processes per node. Figures 10–13 show the speedups and the efficiencies observed in ST mode for up to 256 MPI processes.

The performance of the general implementation (D) is as bad as on the other systems considered because it requires global communication. This behavior can already be observed using small numbers of processes. We therefore took measurements with this implementation using only at most 32 processes on a single node.
In both ST and SMT mode, the specialized implementations fall into two groups. The group which obtains a higher efficiency consists of (Dbc), (PipeD) and (PipeD2). These implementations have in common that all processors process the pipelines towards increasing array indices. The second group consists of the implementations (PipeD4), (PipeD5) and (PipeD4ls), which apply the computation order illustrated in Fig. 3(c). A comparison with an additional implementation variant of (PipeD) which iterates over the system dimension in opposite direction, i.e., towards decreasing array indices, indicates that the iteration direction is the deciding factor why the implementations in the second group show a lower efficiency.

All in all, the efficiency observed on JUMP is lower than on Hydrus and on the Opteron cluster using the Infiniband network. In our experiments with up to 256 processors, the efficiency does, however, remain almost constant or decreases only slowly if the number of processors is increased, which represents a high scalability. The different strategies of (PipeD4) and (PipeD5) to handle the blocks of η_k that are required to start the initialization of the pipelines are not reflected in significant runtime differences. But the alternative finalization strategy used by (PipeD2) shows a tendency to result in worse runtimes than the finalization strategy of (PipeD). In most of the experiments performed on JUMP, the low-storage implementation (PipeD4ls) is competitive with its base implementation (PipeD4). Only in the experiments using DOPRI5(4) and DOPRI8(7) with N = 1000 the performance of (PipeD4ls) is slightly worse than that of (PipeD).

Figure 15 compares the performance of the specialized implementations (Dbc), (PipeD), (PipeD4) and (PipeD4ls) in ST and SMT mode. In Section 5.2.3, we saw that the performance of the Pthreads implementations can nearly be doubled by executing two threads on each physical core. We observe a similar improvement for the MPI implementations. But while the job size of the Pthreads implementations was limited to one node, i.e., 32 threads in ST mode and 64 threads in SMT mode, MPI jobs can span multiple nodes. In our experiments with up to 256 processes (8 nodes/256 cores in ST mode, 4 nodes/128 cores in SMT mode), the performance of SMT jobs nearly matches the performance of the corresponding ST jobs with the same number of processes but twice the number of physical cores. That means, the performance our implementations gain from the increase of the processors is increased, which represents a high scalability. The different strategies of (PipeD4) and (PipeD5) with up to 256 processes consists of only 2 blocks while the data range of 208 processors consists of 2 blocks. In most experiments, the performance of the low-storage implementation (PipeD4ls) is slightly lower than that of the SMT jobs.

On HLRB 2 the performance of the specialized implementations is not influenced by the direction of the iteration over the dimension of the ODE system. Due to their higher locality, the pipelining implementations clearly outperform (Dbc) if the number of processors is small. But as the number of processors grows, (Dbc) becomes more competitive in the experiments using RKF2(3) or DOPRI5(4) and may even outperform the pipelining implementations in some experiments because (Dbc) can overlap a larger part of the communication time and the share of the overall data set to be processed by the individual processors decreases reciprocally proportional with the number of processors p and, thus, locality aspects become less significant. However, if the number of processors is increased further such that n_B/p – 2 ≈ s the advantage of (Dbc) being able to overlap a larger part of the communication time is no longer applicable and the performance is no longer better than that of the pipelining implementations.

As on JUMP, (PipeD4) and (PipeD5) show similar execution times. The alternative finalization strategy of (PipeD2) is not successful on HLRB 2. But the other implementations obtain a high efficiency above 0.6 even for large numbers of processors. Using DOPRI8(7) and N = 2000, speedups between 870 and 933 have been measured on 1000 processor cores. Steps observed in the speedup curves and the corresponding saw teeth observed in the efficiency curves reflect load imbalances resulting from the block-based blockwise data distribution. For example, when 896 MPI processes are started using N = 2000 as parameter, the data range of 208 processes consists of 3 blocks while the data range of 688 processors consists of only 2 blocks. In most experiments, the performance of the low-storage implementation (PipeD4ls) is slightly lower than that of the corresponding conventional implementation (PipeD4).

The general implementation (D), which requires global communication, shows a similarly poor performance as on the other systems.

6 Conclusions

In this paper, we have proposed an implementation strategy for RK methods which is based on a pipelined processing of the stages of the method. This implementation strategy is suitable for ODE systems with limited access distance. It has been derived from the pipelining scheme presented in [29, 30, 31] by an overlapping of vectors. The implementation strategy proposed herein provides a higher locality of memory references and requires less storage space than our previous implementations and other implementations proposed in related works. If no stepsize control is required, only \( n + Θ(\frac{1}{h} s^2 d(f)) \) vector elements need to be stored. Efficient stepsize control based on an embedded solution is possible using only one additional n-vector. In contrast to low-storage implementations the data range of each processor can be reduced to one block, but no pipelining of the RK stages is possible with a data range of only one block since at least two pipeline stages are required to build a feasible pipeline.
RK algorithms proposed by other authors, the presented implementation strategy does not impose restrictions on the choice of coefficients of the RK method and can thus be used with popular embedded RK method such as the methods of Dormand and Prince, Verner, Fehlberg and others. Moreover, parallel implementations of the proposed strategy for shared as well as distributed address space have been described, and an experimental evaluation has shown a high scalability on five different parallel computer systems.
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The implementations investigated in this paper are available for download from our project website [http://www.ai2.uni-bayreuth.de/ode-adaptivity/](http://www.ai2.uni-bayreuth.de/ode-adaptivity/).
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